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Abstract  
In recent years, the university enrolment expansion policy has led to the continuously increasing college 

graduates. Every year, a large number of graduates flock for massive business recruitment information, while 

it costs much time and effort to find the suitable jobs in such huge recruitment information. In this context, this 

paper proposed an employment recommendation platform for college graduates under the background of big 

data. The platform calculates the similarity index between graduates and recruiting enterprises by the SimRank 

algorithm and K-Means algorithm successively. Then, the application index was obtained according to the 

PageRank algorithm. Finally, the similarity index and application index were matched to get the recommended 

ranking weight of enterprises. In this way, the enterprises ranking among the first can be recommended to 

corresponding graduates. This platform has been tested and can achieve the initial purpose, which can be used 

to provide graduates with scientific and rational recommendation services. It is of high practical value as it can 

improve application successful rate and reduce the time cost for looking a job. 
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In recent years, due to the general enrolment expansion of colleges and universities, the number of college 

graduates has continued to grow, while the downturn in the market economy poses a severe employment 

situation to each graduate. In the face of a large number of graduates and massive corporate recruitment 

information, it is essential to provide timely and effective employment guidance and referral services for each 

graduate. However, the current employment service platforms of the universities only publish the enterprise 

recruitment information, but cannot offer effective recommendation to graduates. And it is time and energy 

consuming for   graduates to target the favourable jobs in a large number of recruitment information with low 

successful rate (Liu, Ke, Lee & Lee, 2008; Kuo, Liao & Tu, 2005; Zahra et al., 2015). In this context, this paper 

proposed an employment recommendation platform for college graduates under the background of big data, 

which can make recommendations scientifically and properly, improve the successfully rate, and reduce time 

costs.  

 

Overview of Relevant Techniques 

SimRank Algorithm 

Assuming that there is a similar relationship between any two objects in a set, and their associated objects 

are also similar, then the SimRank algorithm can be used to calculate the similarity between any two objects 

(Bilge & Polat, 2013; Kathuria, Jansen, Hafernik & Spink, 2010; Kurucz & Szelenyi, 2010). If you need to 

calculate a large number of samples, the iterative method is needed in the operation process to complete the 

similarity calculation. First of all, the similarity between any two objects is initialized according to Formula (1): 

𝑅0(𝑎, 𝑏) = {
0𝑎 ≠ 𝑏
1𝑎 = 𝑏

                                                                                                                                  (1) 

In the formula, (a, b) represents the similarity between a and b at the 0th iteration. And then the next iteration 

is done on the basis of the result of each last iteration. The corresponding formula data will also be updated as 

Formula (2): 

𝑅𝑘+1(𝑎, 𝑏) = 𝑣 {
1,if a = 𝑏

𝐶

|𝐼(𝑎)||𝐼(𝑏)|
∑ ∑ 𝑅𝑘(𝐼𝑘(𝑎), 𝐼𝑗(𝑏)),

|𝐼(𝑏)|

𝑗=1

|𝐼(𝑎)|

𝑖=1 if a ≠ 𝑏                                                            (2) 

Keep iterations until the final Rk + 1 (a, b) is obtained, and the final data is the similarity index of the two 

objects of a and b. 

K-Means algorithm 

The K-Means algorithm as a clustering method, uses a division method also known as the class center, 

which is based on the record with a representative feature in a given data set. Then the class center is used to 

divide the records of the data set (Harris et al., 2014; Baert et al., 2017; Kim & Ahn, 2008; Tzortzis, Likas & 

Tzortzis, 2014). Suppose that a given data set has N records, where the K records have representative 

characteristics and are selected as the initial clustering center, the distance between the remaining records in the 

data set and the records of these clustering centers shall be calculated. And according to the nearest distance 
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principle, these records can respectively be divided into the corresponding clusters. And then based on the 

clusters, the average value of each cluster is calculated to update the clustering center. Keep repeating the above 

steps until each cluster converges (Sobiech & Dierking, 2013; Mosél & Goheen, 2010; Goheen & Mosél, 2010). 

PageRank Algorithm 

The PageRank algorithm, as part of the Google ranking algorithm, assigns each page a value that measures 

its importance and applies it to the sorting of the search results. The formula is as follows: 

𝑃𝑅(𝐴) = (1 − 𝑑) + 𝑑 • ∑𝑛
𝑖=1

𝑃𝑅(𝑇𝑖)

𝐶(𝑇𝑖)
                                                                                                                      (3) 

Previous graduates

Enterprise recruitment

Page display

Graduating Student
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Figure 1. Framework of Recommendation System for college graduates. 

 

PR (A) represents the PageRank value of Page A, PR (Ti) the PageRank value of Page Ti that links Page A, 

and C (Ti) the number of outbound links of Page Ti. d is the damping coefficient. Generally speaking, it goes 

the rule of 0<d<l (Mosel & Goheen, 1958; Knouse, 2011; Shibata, Oka, Nakamura & Muraoka, 2009). 
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Figure 2. Hardware Configurations of server for developing system. 

 

Overview of the Platform 

The overall design framework of the platform 

The design framework of the platform is shown in Figure 1: 

It can be seen from the figure that the design module of the system mainly includes the data preprocessing 

module, the enterprise information extraction module, the student similarity calculation module, the student 

cluster analysis module, the student-enterprise similarity calculation module, the enterprise contracting index 

calculation module, and the sorting weight calculation module. 

Introduction to modules 

The data pre-processing module is mainly for the pre-treatment of college student data. For example, the 

student titles are unified as "non-cadre" and "class cadre" and "department cadre", which standardize the data 

and ensures the only meaning of each data. 

The enterprise information extraction module is responsible for the extraction of key content and the 

standardization of data concerning all the enterprise recruitment information, such as the basic information and 

recruitment requirements of enterprises. Then these key contents are stored into the "enterprise database". 
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The rest calculation modules are the key technology modules in the design process of the platform. In these 

modules, the SimRank algorithm and the K-Means algorithm are successively used to calculate the similarity 

index between the graduates and the recruiting  

irms. Then, according to the PageRank algorithm, the application index of the firm is obtained. At last, the 

similarity index and the application index are matched to obtain the final ranking weight. 

System environment 

The whole process of the development of the platform requires large-scale database storage and a lot of data 

operations. In order to ensure the speed of the platform, the server hardware is configured as shown in Figure 

2. 

 

Technical Implementation of Key Modules 

Students similarity calculation based on Simrank algorithm 

The prerequisite of calculating the similarity is to find out the similar relationship between students. 

According to the core idea of SimRank algorithm, the characteristics and properties of students is turned into 

an interrelated binary relationship as shown in Table 1. And then this binary relationship is converted into the 

form of an undirected graph, as shown in Figure 3. 

Table 1 

Binary Relation between Students and their Feature Attribute 
Student Feature Student Feature 

Wang Fei Computer Li Ming Electronic message 
Wang Fei The school rewards Li Ming No prize 

Wang Fei Liao Ning Li Ming Shan Dong 

Wang Fei Party member Li Ming League member 
Wang Fei English Cet 6 Li Ming English Cet 4 

Wang Fei Man Li Ming Man 

Wang Fei Undergraduate Li Ming Undergraduate 
Wang Fei School cadre Li Ming Not a cadre 

WangFei 2007 Li Ming 2007 
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2007
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......
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Figure 3. Related Undirected Graph of table 1. 
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In Figure 3, based on the SimRank algorithm, the similarity between students is calculated as Formula (4), 

and the similarity between the characteristics is obtained via Formula (5): 

𝑆(𝐷1, 𝐷2) = {
1,if D1 = 𝐷2

𝐶

|𝐼(𝐷1)||𝐼(𝐷2)|
∑𝐼(𝐷1)

𝑖=1
∑ 𝑆(𝐼𝑖(𝐷1), 𝐼𝑗(𝐷2）,if D1 ≠ 𝐷2

|𝐼(𝐷2)|

𝑗=1
}                                        (4) 

𝑆(𝐸1, 𝐸2) = {
1,if E1 = 𝐸2

𝐶

|𝐼(𝐸1)||𝐼(𝐸2)|
∑𝐼(𝐸1)

𝑖=1 ∑ 𝑆(𝐼𝑖(𝐸1), 𝐼𝑗(𝐸2）,if E1 ≠ 𝐸2
|𝐼(𝐸2)|

𝑗=1
}                                                 (5) 

By the given formula and the correlation graph, taking two students "Wang Fei" and "Li Ming" in Figure 3 

as an example, the following formula of similarity can be drawn: 

S (Wang Fei, Li Ming) = [S (computer, electronics) + S (school award, no awards) + S (Party members, 

League members) +. ... + S (school cadre, non-cadre)] ×C/(9×9) 

As for the two characteristic attributes "computer" and "electronics" in Figure 3, their similarity can be 

calculated as: 

S (computer, electronics) = [... + S (Wang Fei, Li Ming) + ...] × C / (the number of students connected to 

"computer" × the number of students connected to "electronics") 

The calculation process of the above formulas finally leads to the process of solving the equation set. In 

order to avoid the huge computation amount in solving the equation set, the "iteration" method is used to assist 

the calculation, with the process as follows: 

(1) Initialize the data at the beginning of the operation. For example, the similarity between any two students 

is initialized to 0, and the similarity between each student and himself is initialized to 1. The characteristic 

attribute can also be initialized in this way. 

(2) Alternately use the formula (4) and (5) for calculation, during which the similarity data will be updated 

continuously; 

(3) Repeat the formula alternately until the convergence. 

 

K–means based analysis of student clusters  

The similarity has been calculated via the SimRank algorithm. The next step is to analyze the student clusters 

based on the K-Means algorithm, with details as follows: 

(1)  Select K students and identify them as the clustering center; 

(2) Compare the rest of the students with the K students in the cluster center regarding the similarity, and 

use the minimization principle to "gather" the other students in the clustering center determined in (1); 

(3) After the clustering results are obtained, reselect the clustering center for the next iteration; 
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(4) Iteratively executes Step (2) and (3) N times; 

(5) Complete clustering, and label the data and clustering center. 

 

The similarity between graduates and enterprise 

Set fresh graduates as i, former graduates as j, the contracting enterprise where former graduates j work as 

w, and the similarity between any student in the fresh graduate database and all the former graduates the most 

similar to the fresh graduate in the former graduate database as Simexa, leading to Simexa (i, j) = Simstu (i, j). 

Since each of the former graduates has the only contracted enterprise, it can simply put that the similarity 

between fresh graduates i and the contracted enterprises of former graduates j equals to the the similarity 

between fresh graduates i and former graduates j, which is Simexa (i, j). If Sim'co is used to represent the 

similarity between fresh graduates and enterprises w, then Sim'co (i, w) = Simexa (i, j) is obtained. 

In applications, it is necessary to revise the definition of the similarity between former graduates and 

enterprises: 

𝑆𝑖𝑚𝑐𝑜(𝑖, 𝑤) = 𝑆𝑖𝑚𝑐𝑜
′ (𝑖, 𝑤) + (|𝑆𝑖𝑚𝑐𝑜

′ (𝑖, 𝑤)| − 1) • 𝛼                                                                                          (6) 

𝑆𝑖𝑚𝑐𝑜
′ (𝑖, 𝑤)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

  
stands for the average value of all similarity data between fresh graduates i and enterprises w. 

|𝑆𝑖𝑚𝑐𝑜
′ (𝑖, 𝑤)| represents the number of similarities calculated between fresh graduates i and enterprises w, also 

the number of former graduates that are corresponding to fresh graduates and contracted with enterprises w. α 

refers to the factors that influence the cumulative number of contracting students of enterprises, and can be set 

according to the actual situation of different colleges and universities. 

Beijing Palm Technique Development Co.,Ltd.

Chen Xin Technology Development Shenzhen Co. , Ltd.

Zenith Dawn Oilfield Equipment Technical Development Co. , Ltd.

Pritt Water Technology Development Co. , Ltd. 

Changzhou Kenda Power Plant Technology Development Co. , Ltd

 Xuzhou Anying Biologic Technology Development Company

0.148
0.14

0.14
0.103

0.35

0.148

0.339
0.07 0.274

0.414

0.114

0.364

0.26

 
 

Figure 4. Sub-graph of Graph G. 
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Enterprise application index calculation based on pagerank algorithm 

According to the characteristics of the platform, this paper uses the random surfer algorithm of PageRank 

to set each enterprise as a node V, the similarity based on the basic characteristics of the enterprises as the edge. 

And each edge has a weight E. Then the weighted undirected graph G<V, E>  is built, with the sub graph of Figure 

G shown in Figure 4. 

Table 2 
Statements of Basic Feature of Enterprises 

Company name: ***** 

Take up an occupation: spaceflight communication software 

Location: Shenzhen Beijing Shanghai Xian 
Recruitment major: computers Software physics English Electronics 

Education background of recruitment: Undergraduate Master Doctor 

Enterprise property: State-owned enterprise 

According to the basic characteristics in Table 2, Formula (7) is used to calculate the similarity between any 

two firms in the "enterprise database", that is the weight E(i,j) of the connected edge of any two nodes Vi and Vj 

on Graph G. 

𝐸(𝑖,𝑗) = ∑𝑛
𝑘=1 (

|𝑇𝑖
𝑘∩𝑇𝑗

𝑘|

|𝑇𝑖
𝑘∪𝑇𝑗

𝑘|
∗ 𝜎𝑘)                                                                                                                     (7) 

In Formula (7), when k values from 1 to 5, Tk respectively represents the value set of the five categories of 

characteristics of "industry", "area", "major", "educational background" and "corporate nature". k
 
represents 

the weight of the kth characteristic type in the calculation of the similarity between firms. For different colleges 

and universities, the value selected of k can be different values. This  

paper set k as 0.27, B as 0.16, C
 
as 0.31, D

 
as 0.14, and E

 
as 0.12. 

In Figure G, according to the relations of the page links, start from any node, and randomly surfer to other 

nodes. When it is at the converging point, the nodes with higher points are more important. The PageRank 

algorithm can be used to finally calculate the PR value for each node, which reflects not only the degree of 

concern for the node, but also the possibility of finding the node through other nodes via the link relations. Then 

the value of enterprise "application index" (PR) is obtained via the PageRank algorithm from the formula as 

follows: 

𝑃𝑅(𝐴) = (1 − 𝑑) + 𝑑 • ∑𝑛
𝑖=1

𝑃𝑅(𝑇𝑖)

𝐶(𝑇𝑖)
                                                                                                     (8) 

Based on the weighted undirected graph G mentioned in Figure 4, Formula (8) can be interpreted as follows: 

(1) PR (A) represents the "application index" of Firm A (A node in Figure G); 

(2) PR (Ti) represents the "application index" of the Ti node (Enterprise Ti) connected to the A node in graph 

G; 

(3) C (Ti) represents the out-degree of the Ti node in graph G. Since Graph G is undirected, so the out-

degree and in-degree of node Ti are even and equal to the degree of the node; 

javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
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(4) d is the damping coefficient with 0 <d <1. According to the PageRank algorithm, the value of d is set as 

0.85. 

The iterative method is used to calculate the PR value. Considering the running time and actual needs of the 

module, the convergence threshold that controls the iteration process is set as 0.001. That is, if the changes of 

the iteration result is less than 0.001 compared with the previous iteration result, the iteration is terminated. 

Calculation of the ranking weight 

Based on the Simco of the similarity the students and firms, and the "application index" PR, the weights for 

ranking can be calculated by Formula (9). 

𝑊(𝑖, 𝑤) = 𝑆𝑖𝑚𝐶𝑂(𝑖, 𝑤) ∗ 𝜆 +
𝑃𝑅(𝑤)

𝑃𝑅𝑚𝑎𝑥
                                                            (9) 

W (i, w) represents the sorting weight of the enterprise w in the recommended enterprise of the student i. In 

line with the distribution of the “application index” PR calculated, PRmax is defined as the maximum value of 

the PR values of all enterprises. 

Platform Test and Operations Analysis 

After the completion of the design, the platform is tested for the application. The test shows that when a 

graduate login in the platform, the platform will display the 20 recommended enterprises ranking in line with 

the W values in the recommendation column of the personal interface. The students can click the name of the 

enterprise to obtain the company's recruitment information. We can further understand the actual effect of the 

platform through the following examples. 

 
Figure 5. Display page 1 of recommendation results. 
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For the graduate "Zhang Mingyu" listed in Fig. 5, his real information is: "computer major", "2009", 

"master", "Communist Party member", "male", "CET-6", "Liaoning Dalian "," Non-cadre "," no prizes", 

The graduate actually signed contract with the "architectural design joint venture", which ranks the first in 

the 20 recommended enterprises provided to him. Moreover, after the analysis by the employment guidance 

department, all of the top 20 companies recommended by the system can be regarded as the potential contracting 

enterprises for the graduate. 

Some students were invited to try the platform. From their feedback, it could be concluded that the enterprise 

list recommended by the platform basically meets the expectations of the students with a relatively high 

accuracy. And with this platform, graduates can save much more time and energy in finding a job than searching 

in the large amount of recruitment information, which can improve the successful rate of looking for a job and 

reduce the application costs to a certain extent. At the same time, it also provides references for students who 

have no clear career objectives. 

 

Conclusion 

(1) The platform was designed based on the calculation of the student similarity via the SimRank algorithm, 

and that of the enterprise application index via the PageRank algorithm; 

(2) The K-Means was used to analyze the clustering of former graduates, leading more rational results of 

the similarity between students and enterprises.  

(3) Proved by the test, the platform can provide scientific and reasonable job recommended services for 

graduates to improve application successful rate and reduce the time costs, with high practical value. 
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