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Abstract

This study explores students’ and instructors’ perceptions of the validity, usability, and educational impact of technology-
enhanced English language assessments in higher education contexts. Using a qualitative research design, semi-structured
interviews were conducted with six participants (three students and three instructors) who had experience with digital
English proficiency assessments. Thematic analysis was applied to analyse participant responses and identify patterns
related to assessment validity, platform usability, and instructional impact. Participants acknowledged the efficiency and
practicality of technology-enhanced assessments in evaluating basic language skills like grammar and vocabulary. However,
they questioned their ability to assess higher-order competencies, such as argumentation and interaction. Usability concerns
were reported, especially among less digitally literate students, while educators noted the shift in teaching practices toward
test-oriented strategies. Mixed perceptions about fairness and accessibility further emphasized the need for more inclusive,
pedagogically aligned assessment models. Findings suggest that TEAs should be complemented by human input to ensure
comprehensive language evaluation. Institutions must prioritize accessibility and inclusive design, while educators require
training to balance assessment preparation with communicative pedagogy. Future research should expand to diverse contexts
and integrate performance data for validation.
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Introduction

The fast growth of educational technology is making it more common to apply technology to language
assessment. Because English language testing is now mostly online, people are reviewing how well the
assessments are meant for learning, access and accuracy. In higher education, since English skills affect students’
academic results and ability to move globally, digital assessment tools must be proven valid and useful by
collecting feedback from the people who teach and learn.

In language learning and testing, the use of technology-enhanced assessments has increased due to
a need for increased accessibility, easy scaling and fast feedback ( ). TEAs are designed with
interactive resources, multiple methods for testing and flexibility to showcase authentic language like no
other traditional option ( ). Universities and colleges are using these methods more
frequently to assess both when to place students and whether they meet graduation criteria for English (

). Even though technology helps create more personal and lively assessments, some issues about their
effectiveness and relevance for all learners are still being raised ( ). It
is vital to assess assessment tools with qualitative inquiry to find out if they measure as expected and also
learn how users view their use and their effect on teaching and learning. While numbers are strong,
qualitative methods can bring out finer ideas and views about how users feel or perceive something
( ). In contexts where many languages are used in schools, the ways students and
instructors view assessment processes are very important for test results and outcomes (

).

Problem Statement

Many schools use digital language assessment tools, but not much research has investigated how students
and teachers truly feel about and use them. Commonly, validation studies place more emphasis on psychometric
assessment than on factors such as anxiety, digital education and a sense of fairness (

; ; ). Such gaps are seen more often outside the

West since percelved differences in setup, teaching style and language can change how students and professors
approach digital evaluation. Thus, it must be observed what stakeholders think and go through to confirm that
these tools work well and are just for all.

Aims and Objectives

This research seeks to understand what students and instructors think about using technology to judge
English proficiency. The research investigates whether learners consider these technologies fair, easy to use
and useful for education in school. The specific research objectives are:

e To investigate how students and instructors perceive the validity and reliability of technology-enhanced
English language assessment tools.

e To explore the usability and accessibility of digital assessment platforms from the perspective of end
users.

e To understand the perceived impact of these assessments on teaching practices and students’ language
learning experiences.

Significance of Study

This research provides a critical perspective on examining how digital English language assessments are
verified in higher education. It adds value by advancing the idea that assessment validity should focus on both
statistical reliability and what users think and experience in specific situations. This research uses student and
teacher input to represent assessment practices where authenticity, fairness and inclusivity are the main priorities,
as noted by . The results obtained will give useful directions for policymakers,
test designers and educators working on improving digital assessment tools. Furthermore, the research will
increase the small amount of qualitative work in this area, focusing on regions where assessment of local
validation is not widely explored.
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Literature Review

As digital technology in education grows fast, it has made a big impact on measuring English skills, both
helping in new opportunities and creating hurdles. Instead of being peripheral in language testing, technology-
enhanced assessments (TEAs) are now playing a major role in many higher education evaluations. The review
brings together major research related to how stakeholders assess TEAs, how easy digital platforms are to use
and the implications TEAs have for teaching and language learning. In the end, the section presents the theoretical
framework and points out the gaps this study aims to fill.

Perceptions of Validity and Reliability of Technology-Enhanced Language Assessments

The study of assessment in research relies on validity and reliability. Validity means an assessment
measures what it is meant to measure, while reliability refers to how consistent a test’s scores are over different
times and situations ( ; ). The role of technology-enhanced
assessments means that these constructs must also 1nclude digital delivery, how the language test is delivered,
the digital medium used and any adaptive qualities ( ). Although controlled studies reveal that various
digital language assessments are psychometrically strong ( ), this is not always appreciated
by users. In particular, discovered that university students in Korea had reservations about the fairness
of automated scoring for both their writing and speaking tests. A similar study has shown that students may be
uncertain about the accuracy of TEAs when unusual designs or insufficient feedback create confusion (

).

Some teachers are not convinced about the benefit of TEAs for determining how students learn. While
some see how TEAs give quick and accurate results ( ), others believe they might make
language learning too easy and encourage people to work on simple elements, instead of in-depth skills such as
conversation or careful reading ( ). It has further been noted by educators working within
multilingual environments that certain test tools developed in English-dominated situations and used abroad
show cultural bias ( ). This means that it should be understood the validity and
reliability based on what teachers and test-takers think and feel, as well as on statistics. By relying only on
numbers, a quantitative validation may miss the small, important differences in users’ use and trust of TEA.

Usability and Accessibility of Digital Assessment Platforms

For any educational technology to succeed in high-stakes situations like language testing, it must be
usable and accessible. Usability is how easily users can navigate and use the system and accessibility means
making the system useful to users with different abilities ( ). When digital assessments are not
simple, they may require extra mental effort that does not test language proficiency and may change how people
perform ( ; ). Often, those with little knowledge of computers
struggle in writing assignments because of digital issues, rather than language issues ( ). Digital
literacy not being the same for everyone in higher education institutions can cause big equity issues (

; )-

Other studies back up these views from instructors. It seems that many educators believe they need more
training to work with digital assessment outcomes effectively ( ). How well a TEA fits with the user
interface, learning management and the institution’s network can decide if it is adopted or left behind (

). Another part of accessibility concerns learners with special needs in education. Although some
TEAs have useful features for students, others still do not give them what they require because those TEAs do
not comply with universal design standards ( ). Qualitative studies show that difficulty or bias with
assessments can lessen a learner’s motivation to participate ( ). As a result, researchers
must look into how various users behave in the system, the obstacles they hit and their overall opinion about both
the test’s fairness and usefulness.

Perceived Impact on Teaching Practices and Learning Experiences

When technology-enhanced assessments are used, the ways teachers deliver instruction and set their
priorities also shift. How an assessment is designed may influence the way instructors teach, especially if those
assessments guide student performance or the institution’s review ( ). As a result of this
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phenomenon, washback, language use can either encourage authentic speaking in class or make teaching about
tests, disappointing students who prefer more in-depth learning ( ). Results from several qualitative
research projects have shown that teachers respond to TEAs in mixed ways. Technology tools have allowed
teachers in several areas to develop student-centred and more engaging test questions ( ).
A good example is that using automated feedback for pronunciation and grammar in courses can support more
individualized teaching of speaking ( ). Yet, in different situations, teachers may find that
strict testing designs and unclear ways of scoring make it hard for them to decide on how to assess in their
classroom ( ).

Learners may become more engaged when digital assessments are designed to be gamified and use tasks
from the real world ( ). Even so, students may have technical-related anxiety about
connections stopping, issues with the interface and the lack of clear information on how their scores are calculated
( ). As a result, TEAs influence teaching and learning differently within each context. These aspects
are best uncovered through qualitative inquiry which allows us to see how assessments impact learning in ways
that go deeper than just the numbers.

Theoretical Framework

This research follows Messick’s ( ) Unified Theory of Validity, joining content, criterion-related,
construct, consequential and face validity into one theory. Says Messick, making a valid judgment requires
analysing the test as well as listening to stakeholders and what they think it means for them. By using the
framework, the study explores both the construction and the accuracy of digital tools as well as how users
experience and use them. The qualitative lens adds to Messick’s model by focusing on how assessments influence
outcomes, impact stakeholders and the school system and their perceived fairness by learners. Qualitative
validation research benefits from using this framework since it fits with the belief that validity varies with social
interaction and settings ( ). It makes it possible to explore both the measurement and
experience of TEAs, bringing closer the processes of psychometric review and what users go through.

Literature Gap

While research into digital language assessment is increasing, there are still gaps, mainly in how it is
validated qualitatively. In many cases, studies choose to employ numerical validation techniques before seriously
listening to what users think ( ). Moreover, while some of these qualitative studies focus on
students or teachers, very few study both groups at once, so the experience of each group is rarely confirmed
from a different perspective ( ). Numerous studies are situated in schools using English or advanced
resources, making it unclear how useful they are for other settings in Central Asia, Eastern Europe or the Middle
East ( ). Many of these regions encounter infrastructure and language barriers which
play a big role in how TEAs work and are received. Only a few such investigations have used well-known
frameworks such as Messick’s validity framework, to guide them. Findings are not as coherent or reusable since
evaluations examine single issues rather than connecting them to validity. This study fills these gaps by using a
thorough, theory-based qualitative method with input from several stakeholders in underrepresented learning
environments.

Research Methodology

This chapter lays out the framework used in the present research which investigates stakeholders’
perceptions and experiences concerning technology-enhanced English language assessments in higher education.
A qualitative, primary research method with semi-structured interviews was used to get detailed information.
Results from the data are interpreted using thematic analysis aligned with the aims and theoretical basis of the
study.

Research Method and Design

Interpretivism underlies this study, it uses a qualitative method that pays attention to what participants
go through and the environment they experience ( ). This approach is well-
suited for learning about multiple, personal insights into language assessment which are formed by many social,
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institutional and technical factors ( ). Moreover, the Semi-structured
interviews formed the core part of the data collected, and a primary research design was used. Thanks to semi-
structured interviews, the researcher can ask extra questions because of what the participant says, while the
interview is still following a common theme ( ). This way of research works best when
studying digital tools, as focusing on how users experience them helps reveal validity, usability and educational
outcomes. Structured surveys and quantitative scales can only get part of our story, but interviews let us share
how a person feels, the situation and what a person does ( ). Also, qualitative interviews fit with the
study’s theoretical structure by , as they specifically report stakeholder experiences and what is
perceived to follow their use of assessments.

Data Collection Techniques

The six participants in the study included three instructors teaching English and three students
"subjects" participating in English-medium instruction at a public university in Eurasia. The study chose
this sample to make sure both parts of the assessment, planning/conducting and taking, were present which
allows us to compare outcomes and get a full picture of how useable and valid our tools are believed to be
( ). Purposive sampling was used since it lets you pick cases with participants who have
personal experience with the phenomenon of interest ( ). All participants had completed at least
a partial English proficiency assessment that used technology, guaranteeing their answers were meaningful
and deep.

All interviews were held for about 40 to 60 minutes at a time and participants spoke in English over a
secure video conference system. According to the research goals, an interview protocol was developed about
how participants judge the test, use the interface, incorporate it in classrooms and experience the whole process.
All audio conversations were first transcribed step by step for closer examination. Participants could ensure their
information was correct by seeing a summary of the findings ( ).

Data Analysis Method

By doing thematic analysis, we studied the data to search, organize and make sense of various themes
uncovered ( ). The study opted for thematic analysis, given that it perfectly fits with its
special interest in linking theory with the meanings given by participants ( ). To gain a clear
perspective, researchers looked at the transcripts of the interviews several times in the beginning. Inductive
coding was performed to create the set of codes which were then arranged into meaningful groups that aligned
with the research objectives. Davidson and Colley grouped issues such as “interface confusion,” “real-world
relevance,” and “automated scoring bias” with others to make larger groups known as usability concerns and
perceived validity. An experienced qualitative researcher worked with me to perfect and finalize the themes to
guarantee their trustworthiness. During the entire analysis, a reflexive journal was kept logging the researcher’s
choices, beliefs and updated understandings. Following this approach enhanced the reliability and examinability
of the thematic process ( ).

Ethical Consideration

The method was designed following ethical guidelines for the sake of the participants and to ensure
good research. Ahead of gathering the data, the study was approved by the university’s IRB. Before
interviews started, participants were shown the study aims, and their rights to privacy and given an online
informed consent form to sign. It was ensured that any names, addresses or school titles present in any

conversations were anonymized before reporting ( ). All data was held in
encrypted form and the researcher was the only person with access. Those involved were told they could
choose to leave the study at any moment, and no reason had to be given ( ). So that the

researcher’s position at the same institution did not create any imbalances, the interviews were conducted
only in a fair, non-evaluative manner and location. Participants were told they could say whatever they
wanted, without having to worry about academic consequences. Upon request, all information included in
publications or presentations was given to participants to promote transparency and encourage everyone to
feel they owned the knowledge.
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Data Analysis

It provides a summary of thematic findings drawn from interviews with six respondents, who are both
students and teachers in higher education. The researchers used Braun and Clarke’s ( ) model to search for
common themes in the study’s data. There are two interview questions for every research objective and the
findings are built around these questions. Each main theme is covered in detail with quotes provided by the
people interviewed.

Perceptions of Validity and Reliability of Technology-Enhanced Assessments

Respondents gave opinions on how TEAs reflect English proficiency and felt these technological
assessment systems to be fair and trustworthy. While many thought the assessments valuable, some pointed out
that they were not good at judging the different and detailed ways language is used.

Perceived Alignment with Actual Language Abilities

A major point was that what TEAs indicate is only partly related to actual language ability. It was clear
to participants that TEAs can assess basic skills such as grammar and vocabulary, but not as well others such as
argumentation, tone or communication skills. Respondent 2 expressed this concern clearly, stating,

“It partially reflects language ability but lacks depth in communicative tasks like conversations or
presentations that matter in real classroom situations.”

In other words, although basic skills are checked, much of what matters in actual language proficiency
is often not included in the results. Similarly, Respondent 5 commented,

“It covered the essential skills, but I felt that open-ended responses were oversimplified, affecting how
my true writing ability was judged.”

Experts suggest that there is a gap between what is tested and how people use language in real life, so
assessments should be wider in their scope for digital tests.

Perceived Fairness and Consistency of Scoring and Feedback

Fairness and uniformity in automated scoring were also a key subject discussed. Some people saw the
efficiency of digital scoring, even though others had doubts about its fairness and effectiveness at diagnosis.
Respondent 3, an instructor, remarked,

“As a teacher, I noticed consistent scoring, but I couldn’t tell if it truly reflected language improvement,
especially for complex student writing.”’

This points to a perceived limitation in the machine’s ability to detect nuanced development in student
performance. Similarly, Respondent 6 observed,

“It seemed fair for grammar and vocabulary, but I don’t think it can evaluate idea development or
argument quality in longer essays.”

Those surveyed believed that automated systems are not effective at fully examining student responses.
It shows that digital assessments should be checked by people or that their guidelines should be made more
visible.

Usability and Accessibility of Digital Assessment Platforms
Research in this area investigates the experience of TEA users concerning design, ease of use and inclusion.
The subjects covered included how easy it is to use different technologies, digital skills and digital equity.

User Experience with Interface and Navigation

Most participants provided candid feedback on the usability of the platform, with responses reflecting
varying degrees of satisfaction. While some found the platform manageable, others encountered technical
barriers that hindered their performance. Respondent 1 reported,

“The layout was clean, but loading delays during the speaking section made the experience stressful and
affected my concentration during recording.”

This illustrates how even well-designed platforms can be undermined by performance issues during real-
time assessments. Respondent 5 shared a different but related concern:
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“The design was user-friendly, but the speaking section lacked clear instructions and had no retry option,
which stressed some of my students.”

These responses suggest that even minor issues in interface design or technical guidance can significantly
influence user confidence and assessment outcomes. Clearer navigation cues, error recovery options, and trial
practice sessions were implied as potential improvements.

Accessibility for Diverse Learner Backgrounds

Participants also discussed the accessibility of TEAs, especially for students with varied digital skills or
limited technological access. Several responses indicated that not all learners had an equal footing when engaging
with digital platforms. Respondent 3 noted,

“It was manageable for tech-savvy students, but others found it intimidating, especially those with
limited experience in online learning environments.”

This suggests that digital proficiency is a precondition for success in TEAs, which may disadvantage
some learners. Echoing this, Respondent 6 observed,

“Accessibility needs improvement. Students with disabilities or lower computer skills often faced
unnecessary challenged that influenced their test performance.”

These insights emphasize the digital divide in assessment readiness, reinforcing the need for more
inclusive design principles and adaptive supports to ensure fair testing environments for all students, regardless
of background.

Perceived Impact on Teaching Practices and Learning Experiences

The final goal of the research is to study what TEAs mean for teaching strategies and how they shape
student education. Issues about adjusting instruction, learning with tests in mind and changing classroom
activities were discussed.

Influence on Teaching and Learning Strategies

Participants reported adapting their teaching and learning strategies to align with the digital assessment
format. Both teachers and students described changes in classroom tasks and preparation practices to better
reflect the expectations of the TEAs. Respondent 4, an instructor, shared,

“The assessment influenced me to teach typing and basic tech skills, which aren’t language-related but
essential for success in the test.”

This highlights how technological competencies have become embedded in language instruction due to
assessment demands. Respondent 6, a student, added,

“It affected how I prepare, now I use digital platforms for practice, but I feel it takes time away from
oral communication activities.”

These responses suggest that digital assessment environments may be reshaping pedagogical priorities,
sometimes at the expense of balanced language skill development, particularly in speaking and interaction-
focused tasks.

Educational Value and Impact on Language Development

Participants shared mixed views on the educational impact of TEAs, with some acknowledging
improvements in efficiency and motivation, while others raised concerns about superficial learning and reduced
critical engagement. Respondent 1 commented,

“Mixes impact, helpful for vocabulary and grammar, but not effective for speaking and real interaction,
which are crucial in language learning.”

This view reflects a concern that TEAs prioritize measurable outcomes over communicative competence.
Respondent 5 similarly remarked,

“Positive in some ways, but overly standardized. It doesn’t consider student’ learning styles or creativity
in writing and speaking.”

They continue to highlight that technology-enhanced approaches are not very flexible in serving all types
of students. TEAs might make assessment simpler, but without other activities, they could limit what learners
learn about language.
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Various topics were brought up by participants in several different interviews. Some attendees said TEAs
help assess the foundation, though others noted doubts about tracking more advanced or communicative language.
At the same time, because online platforms existed, unskilled users and people less comfortable with technology
found these resources hard to utilize. What’s more, many schools ended up spending more time teaching tests
and nurturing technical learning than on improving students’ language and the way they interact. As expected,
examples from our study reflect the idea outlined in that looks at consequential and face validity.
Participants in the research believe that digital assessment tools must be seen as fair, work well for users and
benefit teaching. By examining these topics with qualitative study, that has been learning how technology-
enhanced assessment is implemented in real cases.

Discussion of the Results

The results from the data analysis are discussed in terms of what the related literature already points out.
Every part of the chapter is tied to a key objective of the study and includes examples of how participants’
opinions back, expand on or challenge known concepts in TEA.

Perceptions of Validity and Reliability
It was seen by participants that TEAs are useful for identifying the basic parts of language such as
grammar and vocabulary, but are unsure if they measure more advanced abilities, mainly in speaking and writing.
revealed that in EFL education, students had concerns about how automated scoring can handle
challenging and original answers to questions. recognized that the way people view validity
can be collared by culture and context and many respondents mentioned that TEAs did not seem relevant to the
language they used for studies. What’s more, participants express uncertainty about relying on robots to evaluate
their writing skills which agrees with the idea of that TEA systems are mainly weak at
checking rhetorical and abstract parts of writing. While a few respondents recognized how smoothly machines
can score, others noted that consistency is not enough to make scoring significant. What these studies tell us is
that the benefits of online assessments might mean students are not evaluated as well as they could be in
traditional ways ( ).

Usability and Accessibility
Many of the interviews pointed out that using the assessment platform can be tough for people with

limited digital skills and problematic technology access. The concerns are supported by research by

who emphasize that learners in higher education do not have equal chances to learn digital literacy. Some
individuals who took the assessment found the interface easy to use, though others from rural or low-resource
communities faced major difficulties during the evaluation. Based on , if the person does
not include universal design considerations, digital tools present a danger of marginalizing some learners. What’s
more, the difficulty in using the interface and concerns about performance are similar to what

discovered, struggle with technology can affect how well learners perform in language tasks. Since minor
errors on a website can cause stress or result in poor performance, smart design is key when the test means a lot
to students.

Impact on Teaching and Learning

Study participants observed how TEAs influenced different teaching methods and also student learning
styles. Study participants similarly explained that they added keyboard practice, prepared tasks with multiple
possible answers and gave students digital tools to use since the types of assessments often devise the main
subject teachers cover. It has long been clear from the research that when assessments drive teaching or washback
happens, teachers may emphasize familiar formats instead of improving communication ( ). Those
who studied indicated higher test nerves and less variation in language learning to match the area of the
assessment. These findings agree with what reported, that investing more in test strategies tends
to come at the expense of developing real language use skills. Green’s ( ) theory that the positive or negative
results from TEAs can depend on how they are used and integrated, is strengthened by these comments on the
mix of educational values.
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Conclusion and Recommendation

This study explores whether technology-enhanced tests are accurate, easy to use and valuable in higher
education, viewed from the students’ and teachers’ viewpoints. The results seen through a qualitative approach
uncover the way digital tools and the people using them fit together. Whereas many participants appreciated the
convenience, quick responses and flexibility in TEAs, several kept voicing doubts about how well they represent
a person’s actual language skills. The report found that TEAs reliably measure vocabulary and grammar, but do
not cover interactive and advanced language abilities. It was recognized by those taking part that automated
scoring is not as sophisticated in understanding writing and speaking as human raters. Such worries are most
important in the academic world because being able to argue, understand meanings and communicate
abstractions is essential. The data also revealed a lot of variation in how easily users could use the websites.
Although some users found the process straightforward, others had great difficulties because they lacked the
knowledge or the necessary infrastructure. As a result, there is a need to make sure inclusive design is part of
assessment technology so that no student falls behind due to digital constraints. Next, the study discovered that
TEAs change teachers’ and students’ actions which can narrow down the overall subject taught to match what’s
tested in the exam. Even if test performance rises, using shortcuts in language learning risks reducing a student’s
ability to speak and think critically. According to participants, while TEAs promoted improved efficiency and
structure, they decreased the scope for opportunities to speak creatively, act spontaneously and dig deeper into
language. The analysis stresses that technology should be combined with proper teaching methods and values.
TEAs, being effective in measuring large groups, still require special care to meet user needs, promote equal
learning and properly assess people’s language abilities. Both educators and policymakers should consider
making sure assessment systems support the development of meaningful language, by engaging students and
teachers in their development.

Recommendation

It is proposed that educational institutions using technology-based learning continue to regularly validate
the use of their assessments both with statistics and with observable examples. User viewpoints should be
included in both the design phase and the evaluation of the system and combined scoring systems that include
expert input should be used. They also need training to both use TEAs and understand their conclusions so they
can adapt their teaching methods better for each learner.

Practical Implications

The findings from this study are useful for colleges, instructors of language courses and those designing
assessments. It highlights that institutions should make technological hardware and user support more accessible
to everyone. It supports teachers in linking activities for assessment preparation to daily communicative teaching.
For those who create apps, the evidence points to the value of easy-to-use interfaces, info that corresponds with
local cultures and responsive feedback to improve how easy it is to use and how fair people find the app.

Limitations

A main limitation of the study is that the sample is small and related to one specific community, so the
findings may not be widely applied. Interviews were done with only six people from a single higher education
institution, so it cannot draw broad conclusions across other institutions. Unlike others, this study concentrated
only on users’ opinions rather than analysing results or direct evidence. Later on, researchers can combine
methods to assess learners’ performance both in reality and how they feel about their learning.
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Appendices
Interview Responses

Question 1:

From your experience, do you believe that the technology-enhanced English language assessment accurately
reflects your (or your students') language abilities? Why or why not?

Respondent 1: I think the assessment reflects basic proficiency, but it doesn't fully capture speaking or critical
thinking skills which are essential for academic English use.

Respondent 2: It partially reflects language ability but lacks depth in communicative tasks like conversations or
presentations that matter in real classroom situations.

Respondent 3: The tool was fine for grammar and vocabulary, but not for measuring real-life language use like
discussion skills or argument construction.

Respondent 4: It was useful for assessing some skills, but students with test anxiety or tech issues may not show
their real abilities in this format.

Respondent 5: It covered the essential skills, but I felt that open-ended responses were oversimplified, affecting
how my true writing ability was judged.

Respondent 6: I found it fair in general, but limited in assessing complex language use like tone, inference, and
rhetorical structure in writing tasks.

Question 2:

How confident are you in the consistency and fairness of the scoring and feedback provided by the digital
assessment tool you used? Can you share any examples?

Respondent 1: The scoring seemed fast and consistent, but I'm unsure if it really understood my essay's argument
or creativity-feedback felt generic.

Respondent 2: I'm sceptical. I submitted two very different responses and got nearly identical scores, which made
me question the tool's sensitivity and fairness.

Respondent 3: As a teacher, I noticed consistent scoring, but I couldn't tell if it truly reflected language
improvement, especially for complex student writing.

Respondent 4: 1 believe the system scores reliably, but it can't recognize context or nuanced meanings that a
human rater would easily catch.

Respondent 5: I liked the speed of results, but automated feedback was vague. It didn't help me understand how
to improve or what specific mistakes [ made.

Respondent 6: It seemed fair for grammar and vocabulary, but I don't think it can evaluate idea development or
argument quality in longer essays.

Question 3:

How would you describe your experience navigating and interacting with the digital assessment platform? Were
there any specific features that made it easier or harder to use?

Respondent 1: The layout was clean, but loading delays during the speaking section made the experience stressful
and affected my concentration during recording.

Respondent 2: It was mostly easy to use, though I had trouble understanding some icons and buttons during the
test, especially the audio controls.

Respondent 3: Navigation was straightforward, but it wasn't mobile-friendly. Using a phone made reading
passages and typing answers really difficult.

Respondent 4: I appreciated the timer and progress bar, but some students struggled with logging in and technical
glitches during writing sections.

Respondent 5: The design was user-friendly, but the speaking section lacked clear instructions and had no retry
option, which stressed some of my students.

Respondent 6: I liked the interface overall, but the lack of a pause button during listening made it hard for slower
readers to keep up.
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Question 4:

Do you think the assessment platform was accessible and user-friendly for all students regardless of their digital
skills or background? Why or why not?

Respondent 1: No, I think students with low digital literacy were at a disadvantage, especially those unfamiliar
with online typing or navigation tools.

Respondent 2: Some students struggled due to limited internet access and unfamiliarity with tech tools. It wasn't
equally accessible for everyone.

Respondent 3: It was manageable for tech-savvy students, but others found it intimidating, especially those with
limited experience in online learning environments.

Respondent 4: The system assumes everyone has equal tech skills, but I noticed that rural or older students had
more difficulties using it effectively.

Respondent 5: Not really accessible to all. One student couldn't even finish due to unstable internet, which really
affected their assessment outcome.

Respondent 6: Accessibility needs improvement. Students with disabilities or lower computer skills often faced
unnecessary challenges that influenced their test performance.

Question 5:

How has the use of technology-enhanced assessment influenced your learning (or teaching) strategies in English
language courses?

Respondent 1: It made me focus more on short, direct answers and less on developing ideas, because I felt the
system preferred concise responses.

Respondent 2: As a teacher, I now integrate more timed writing and practice tests to help students adapt to the
digital test environment.

Respondent 3: I started using more digital tools in class to mirror test conditions, especially for listening and
reading skills.

Respondent 4: The assessment influenced me to teach typing and basic tech skills, which aren't language-related
but essential for success in the test.

Respondent 5: I changed my teaching to include more multiple-choice questions, similar to the test format, even
though it limited deeper language exploration.

Respondent 6: It affected how I prepare-now I use digital platforms for practice, but | feel it takes time away
from oral communication activities.

Question 6:

Do you think these digital assessments have had a positive, negative, or mixed impact on language development
or teaching effectiveness? Please explain.

Respondent 1: Mixed impact-helpful for vocabulary and grammar, but not effective for speaking and real
interaction, which are crucial in language learning.

Respondent 2: Mostly positive, as it encouraged more independent practice, but the lack of personal feedback
limits deeper learning.

Respondent 3: It improved efficiency but reduced teacher-student interaction. Students rely too much on scores
without understanding their language gaps.

Respondent 4: The automated format saves time but removes the human element of feedback that really helps
students grow in expressive skills.

Respondent 5: Positive in some ways, but overly standardized. It doesn't consider students' individual learning
styles or creativity in writing and speaking.

Respondent 6: I'd say negative overall. It led students to focus on passing tests rather than actually learning how
to communicate effectively in English.
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